Soundness of Rewriting Induction based on an Abstract Principle
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Rewriting induction (Reddy, 1990) is a method to prove inductive theorems of term rewriting systems automatically. Koike and Toyama (2000) extracted an abstract principle of rewriting induction in terms of abstract reduction systems. Based on their principle, the soundness of the original rewriting induction system can be proved. It is not known, however, whether such an approach can be adapted also for more powerful rewriting induction systems. In this paper, we give a new abstract principle that extends Koike and Toyama’s abstract principle. Using this principle, we show the soundness of a rewriting induction system extended with an inference rule of simplification by conjectures. Inference rules of simplification by conjectures have been used in many rewriting induction systems. Replacement of the underlying rewriting mechanism with ordered rewriting is an important refinement of rewriting induction—with this refinement, rewriting induction can handle non-orientable equations. It is shown that, based on the introduced abstract principle, a variant of our rewriting induction system based on ordered rewriting is sound, provided that its base order is ground-total. In our system based on ordered rewriting, the simplification rule extends those of the equational fragment of some major systems from the literature.

1. Introduction

Properties of programs are often proved by induction on data structures such as natural numbers or lists. Such properties are called inductive properties of programs. Inductive properties are indispensable in formal treatments of programs such as program verification and program transformation. For such applications, automated reasoning on inductive properties is crucial.

Term rewriting systems (TRSs) are a computational model based on equational logic that has been studied extensively\(^2\),\(^21\). Inductive properties of TRSs are called inductive theorems, and methods that automatically perform inductive reasoning in term rewriting have been investigated for many years\(^4\)–\(^7\),\(^10\),\(^12\)–\(^18\),\(^20\),\(^22\).

Rewriting induction\(^\dagger\) proposed by Reddy\(^18\) is one of such inductive theorem proving methods. Contrasted to inductionless induction\(^12\),\(^13\),\(^15\),\(^17\),\(^22\), in which some kind of Church-Rosser property is needed, the basis of rewriting induction is noetherian induction. Test set induction\(^5\)–\(^7\) used for the basis of well-known inductive theorem prover SPIKE can be regarded as a variant of rewriting induction.

An inference system for proving inductive theorems is said to be sound if every successfully derived equation is an inductive theorem. Koike and Toyama\(^16\) extracted an abstract principle from rewriting induction in terms of abstract reduction systems. Based on their principle, the soundness of the original rewriting induction system can be proved\(^1\). It is not known, however, whether such an approach can be adapted also for more powerful rewriting induction systems.

Many refinements have been introduced for rewriting induction to increase its power and efficiency of theorem proving. The underlying rewriting mechanism has been replaced by ordered rewriting in 9) so that rewriting induction can also handle non-orientable equations; not only ordered rewriting but also relaxed rewriting is used in the inference systems of SPIKE\(^5\)–\(^7\) to get more flexible expansion and simplification rules. Another refinement is to use simplification by conjectures (equations to prove)\(^5\)–\(^9\). More inference rules are added to get efficient proofs and/or failure detection in some systems. Another direction for extension is to make the framework more general. The induction systems of SPIKE\(^5\)–\(^7\) can handle not only equational theories but conditional ones; moreover, inductive properties can be given not only in equations but also in clauses. Further generalization is given in 8) whose underlying logical theory is replaced with an abstract first-order deductive relation.

\(^\dagger\)RIEC, Tohoku University
\(^\ddagger\)Originally, it is called “term rewriting induction”. The terminology “rewriting induction” is introduced in 16).
Stratulat\(^4\),\(^20\) strengthens such an abstraction further by a general abstract inference system that can be used to prove general inductive properties of any first-order deductive relation. In this paper, we give a new abstract principle that extends Koike and Toyama’s abstract principle. Using this principle, we show the soundness of a rewriting induction system extended with an inference rule of simplification by conjectures (equations to prove).

It is also shown that, based on the same abstract principle, a variant of our rewriting induction system based on ordered rewriting is sound, provided that its base order is ground-total. Contrast to many previous work, our approach can handle only first-order term rewriting and proof of equations. On the other hand, in our system based on ordered rewriting, our general simplification-by-conjectures rule extends those of the equational fragment of some major systems from the literature. Furthermore, the soundness of our system is not explained by the abstract frameworks of 8) and 20).

The rest of the paper is organized as follows. After fixing basic notation (Section 2), we review rewriting induction (Section 3). In Section 4, we present our extension of rewriting induction and discuss its soundness. Section 5 introduces a variant of our system based on ordered rewriting. In Section 6, we compare our system with other major systems. Section 7 concludes.

2. Preliminaries

Let us fix some notation for abstract reduction systems (ARSs). Let \(\rightarrow\) be a binary relation on a set \(A\). The reflexive transitive closure (symmetric closure, equivalence closure) of \(\rightarrow\) is denoted by \(\Rightarrow\) (\(\leftrightarrow\), \(\overset{*}{\rightarrow}\), respectively). The relation \(\rightarrow\) is well-founded (denoted by SN(\(\rightarrow\))) if there exists no infinite chain \(a_0 \rightarrow a_1 \rightarrow \cdots\). An element \(a\) is said to be normal if there is no \(b\) such that \(a \rightarrow b\). The set of normal elements is denoted by \(\text{NF}(\rightarrow)\). The union \(\rightarrow_1 \cup \rightarrow_2\) of two binary relations \(\rightarrow_1\) and \(\rightarrow_2\) is abbreviated as \(\rightarrow_{1,2}\). We assume \(\cup\) associates stronger than the closure operations so that, for example, \(\overset{*}{\rightarrow}_{1,2}\) stands for the equivalence closure of \(\overset{*}{\rightarrow}_1 \cup \overset{*}{\rightarrow}_2\). We use \(\circ\) for the composition operator. A binary relation \(\overset{*}{\rightarrow}_1 \circ \overset{*}{\rightarrow}_1\) is abbreviated as \(\overset{*}{\rightarrow}_1\).

We next introduce notation for term rewriting used in this paper. (For details, see 2).)

The sets of function symbols and variables are denoted by \(\mathcal{F}\) and \(V\), respectively. The arity of a function symbol \(f\) is denoted by \(\text{arity}(f)\). A function symbol of arity 0 is called a constant. The set \(T(\mathcal{F}, V)\) of terms over \(\mathcal{F}, V\) is defined as usual. We use \(\equiv\) to denote the syntactical equality. The set of variables contained in a term \(t\) is denoted by \(V(t)\).

A position is a (possibly empty) sequence of natural numbers. The empty sequence is denoted by \(\epsilon\). The set of positions of a term \(t\) is denoted by \(\text{Pos}(t)\) and the subterm of \(t\) at the position \(p \in \text{Pos}(t)\) by \(t/p\). We write \(u \leq t\) if \(u\) is a subterm of \(t\). The root symbol of a term \(t\) is denoted by \(\text{root}(t)\). Let \(\Box\) be a constant not occurring in \(\mathcal{F}\). A context is an element in \(T(\mathcal{F} \cup \{\Box\}, V)\). The special constant \(\Box\) in contexts is called a hole.

If a context \(C\) has \(n\) holes in it, we denote by \(C[t_1, \ldots, t_n]\) a term obtained by replacing holes with \(t_1, \ldots, t_n\) from left to right. We write \(C[u\mid p]\) if \(C[p] \equiv \Box\).

A mapping \(\sigma\) from \(V\) to \(T(\mathcal{F}, V)\) is called a substitution; as usual, we identify \(\sigma\) and its homomorphic extension. The domain of a substitution \(\sigma\) is denoted by \(\text{dom}(\sigma)\), i.e. \(\text{dom}(\sigma) = \{x \in V \mid \sigma(x) \neq x\}\). A term \(\sigma(t)\) (\(t\)) is called an instance of the term \(t\); \(\sigma(t)\) is also written as \(t\sigma\). We denote by \(\text{mgu}(s, t)\) the most general unifier of terms \(s, t\). A pair \((l, r)\) of terms \(l, r\) satisfying conditions (1) \(\text{root}(l) \in \mathcal{F}\) and (2) \(V(r) \subseteq V(l)\) is said to be a rewrite rule. As usual, a rewrite rule \((l, r)\) is denoted by \(l \rightarrow r\). A term rewriting system (TRS) is a set of rewrite rules. We also specify the set \(\mathcal{F}\) of function symbols and write \(\langle \mathcal{F}, \mathcal{R}\rangle\) instead of \(\mathcal{R}\) if there exists a function symbol that does not occur in the rewrite rules. Let \(\mathcal{R}\) be a TRS. If there exist a context \(C\), a substitution \(\sigma\), and a rewrite rule \(l \rightarrow \overline{r} \in \mathcal{R}\) such that \(s \equiv C[l\sigma]\) and \(t \equiv C[r\sigma]\), we write \(s \rightarrow_{\mathcal{R}} t\). We call \(s \rightarrow_{\mathcal{R}} t\) a rewrite step. The rewrite step \(s \rightarrow_{\mathcal{R}} t\) is sometimes written as \(s \overset{\rho}{\rightarrow}_{\mathcal{R}} t\) to indicate the position \(\rho\) and the rewrite rule \(l \rightarrow \overline{r}\) used in this rewrite step. \(\rightarrow_{\mathcal{R}}\) forms a relation on \(T(\mathcal{F}, V)\), called the rewrite relation of \(\mathcal{R}\). Closure operations and the notion of normal terms are adapted to rewrite relations as usual. An equation \(l \overset{\mathcal{R}}{=} r\) is a pair \((l, r)\) of terms. When we write \(l \overset{\mathcal{R}}{=} r\), however, we do not distinguish \((l, r)\) and \((r, l)\). The rewrite relation of a set \(E\) of equations is defined in a way similar to that of a TRS, i.e. \(s \overset{E}{\leftrightarrow}\) if there exist a context \(C\), a substitution \(\sigma\) and an equation \((l, r) \in E\).
satisfying either \(s \equiv C[l|\sigma|]\) and \(t \equiv C[r|\sigma|]\) or \(t \equiv C[l|\sigma|]\) and \(s \equiv C[r|\sigma|]\) (or equivalently, an equation \(l \sqsupseteq r \in E\) such that \(s \equiv C[l|\sigma|]\) and \(t \equiv C[r|\sigma|]\)).

The set of defined function symbols is given by \(D_R = \{\text{root}(l) \mid l \rightarrow r \in R\}\) and the set of constructor symbols by \(C_R = \mathcal{F} \setminus D_R\).

The set of defined symbols appearing in a term \(t\) is denoted by \(D_R(t)\). When \(\mathcal{R}\) is obvious from its context, we omit the subscript \(\mathcal{R}\) from \(D_R\) and \(C_R\). Terms in \(T(C,V)\) are said to be constructor terms; a substitution \(\sigma\) such that \(\sigma(x) \in T(C,V)\) for any \(x \in \text{dom}(\sigma)\) is called a constructor substitution.

A term of the form \(f(c_1,\ldots,c_n)\) for some \(f \in D\) and \(c_1,\ldots,c_n \in T(C,V)\) is said to be basic. The set \(\{u \leq s \mid \exists f \in D, \exists c_1,\ldots,c_n \in T(C,V), u \equiv f(c_1,\ldots,c_n)\}\) for basic subterms of \(s\) is written as \(B(s)\).

A term \(t\) is said to be ground if \(V(t) = \emptyset\). The set of ground terms is denoted by \(T(F)\). If \(\sigma t \in T(F)\), \(\sigma t\) is called a ground instance of \(t\).

The ground instance of a rewrite rule, an equation, etc., is defined similarly. A ground substitution is a substitution \(\sigma_g\) such that \(\sigma_g(x) \in T(F)\) for any \(x \in \text{dom}(\sigma_g)\). A TRS \(\mathcal{R}\) is said to be quasi-reducible if no ground basic term is normal. Without loss of generality, we can assume that \(\tau\sigma_g\) is ground (i.e. \(V(t) \subseteq \text{dom}(\sigma_g)\)) when we speak of an instance \(\sigma_g\) of \(t\) by a ground substitution \(\sigma_g\); and so for ground instances of rewrite rules, equations, etc.

An inductive theorem of a TRS \(\mathcal{R}\) is an equation that is valid on \(T(F)\), i.e. \(s \equiv t\) is an inductive theorem if \(\sigma_g s \rightarrow^+_{\mathcal{R}} \sigma_g t\) holds for any ground instance \(\sigma_g s \subseteq \sigma_g t\). In other words, a set \(E\) of equations is a set of inductive theorems of \(\mathcal{R}\) if \(\sigma_g s \rightarrow^+_{\mathcal{R}} \sigma_g t\) holds on \(T(F)\).

**Example 1** Let \(\mathcal{R}\) be a TRS for the addition of natural numbers:

\[
\mathcal{R} \left\{ 0 + y \rightarrow y \right. \quad \left. s(x) + y \rightarrow s(x + y) \right. \\
\quad \text{Consider the equation} \quad (x + y) + z = x + (y + z) \quad \text{that expresses the associativity of addition.} \\
\quad \text{This equation is an inductive theorem of} \ \mathcal{R}, \text{that is,} \quad ((x + y) + z) \sigma_g \rightarrow^+_{\mathcal{R}} (x + (y + z)) \sigma_g \quad \text{for any ground substitution} \ \sigma_g. \quad \text{(We assume} \ x, y, z \in \text{dom}(\sigma_g), \text{as mentioned above.)} \\
\quad \text{A (strict) partial order} \ >_R \quad \text{is a reflexive transitive relation} \quad a \geq b \quad \text{iff} \ a > b \text{ or } a = b; \quad \text{or, if} > \text{is a partial order on syntactical objects,} \\
\quad \text{s} > t \quad \text{iff} \ s > t \text{ or } s = t. \quad \text{A partial order} > \quad \text{is well-founded if there is no infinite descending chain} \ a_0 > a_1 > \cdots. \quad \text{A relation} \ R \text{ on} \ T(F,V) \text{ is said to be closed under substitutions if} \ s R t \quad \text{implies} \ \sigma R t \quad \text{for any substitution} \ \sigma; \text{closed under contexts if} s R t \quad \text{implies} \ C[s] R C[t] \quad \text{for any context} \ C. \quad \text{A reduction order} \ \rightarrow \quad \text{is a well-founded partial order on} \ T(F,V) \quad \text{that is closed under substitutions and contexts. A partial order} > \quad \text{on} \ T(F,V) \quad \text{is said to be ground-total if} s_g \equiv t_g, \ \text{or} \ s_g > t_g \text{ hold for any} \ s_g, t_g \in T(F). 
\]

3. **Rewriting induction**

Rewriting induction (RI for short) proposed by Reddy\(^{18}\) is a method to prove inductive theorems automatically. This section reviews rewriting induction and proves basic properties of an operation involved in our formulation of rewriting induction.

Let \(\mathcal{R}\) be a TRS and \(>\) a reduction order. We list the inference rules of rewriting induction in downward fashion in Fig.1. In the figure, the relation \(\uplus\) expresses the disjoint union and the ternary operation \(\text{Expd}\) is defined as:

\[
\text{Expd}_w(s,t) = \{C[v]\sigma \uplus \tau|\sigma| \mid s \equiv C[u]\}, \quad \sigma = \text{mg}(u,l), \ (l \rightarrow r \in \mathcal{R}, l, \text{basic}) \\
\text{A rewriting induction procedure starts from a pair} \ (E_0, \emptyset) \text{ where} E_0 \text{ is the set of conjectures to prove. It successively applies those inference rules to a pair} \ (E, H). \text{Intuitively,} \ E \text{ is a set of equations to be proved and} H \text{ is a set of induction hypotheses and theorems already proved.} \\
\text{Definition 2} \quad \text{If} \ (E’,H’), \text{is obtained from} \ (E,H) \text{by applying one of the inference rules from} \ \text{Fig.1}, \text{we write} \ (E,H) \sim_{\text{RI}} (E’,H’). \text{The reflexive transitive closure of} \sim_{\text{RI}} \text{is denoted by} \sim_{\text{RI}}. \text{We sometimes write} \sim_{\text{RI}} \sim_{\text{RI}} \text{or} \sim_{\text{RI}} \text{to indicate which inference rule is used.} \\
\text{If a derivation by} \sim_{\text{RI}} \text{eventually reaches the form} \ (\emptyset, H’) \text{ then the procedure returns “success”—this means that the conjectures are inductive theorems of} \mathcal{R}. \text{On the other hand, when none of the rules are applicable for} \ (E,H) \text{ with} \ E \neq \emptyset, \text{the procedure reports “failure” and the procedure may also run forever (“divergence”—in these cases, rewriting induction fails to prove that the conjectures are inductive theorems. A proof of the next proposition will be given afterwards in a more general setting.} \\
\text{Proposition 3 (Reddy\(^{18}\))} \quad \text{Let} \ \mathcal{R}\text{ be a quasi-reducible TRS,} \ E \text{ a set of equations, and} \ > \text{ a reduction order satisfying} \ \mathcal{R} \subseteq >. \text{ If} \ (E,\emptyset) \sim_{\text{RI}} (\emptyset, H) \text{ for some set} \ H \text{ of rewrite rules, then the equations of} E \text{ are inductive theorems of} \mathcal{R}. \\)
Expand
\[
\frac{(E \cup \{s \rightarrow t\}, H)}{(E \cup \text{Expd}(s, t), H \cup \{s \rightarrow t\})}
\quad u \in \mathcal{B}(s), s > t
\]

Simplify
\[
\frac{(E \cup \{s \rightarrow t\}, H)}{(E \cup \{s' \rightarrow t\}, H) \quad s \rightarrow_{R \cup H} s'}
\]

Delete
\[
\frac{(E \cup \{s \rightarrow t\}, H)}{(E, H) \quad (s \rightarrow_{R \cup H} t)}
\]

Example 4 Let \(\mathcal{R}\) be the TRS given in Example 1 and let \(E = \{(x + y) + z \triangleq x + (y + z)\}\). Let \(s > \text{lex}\) be the lexicographic path order\(^2\) based on a precedence \(+ > s > 0\). In Fig. 2, we present a successful derivation by rewriting induction starting from \((E, \emptyset)\).

Before we end the section, we introduce two properties of Expd that will be used later.

Lemma 5 Let \(\mathcal{R}\) be a quasi-reducible TRS and \(u \in \mathcal{B}(s)\). Then (1) \(\sigma \sigma_{g} \rightarrow_{\mathcal{R}} \rightarrow_{\text{Expd}(s, t)} \sigma_{g}\) for any ground constructor substitution \(\sigma_{g}\) and (2) \(v_{g} \leftarrow_{\text{Expd}(s, t)} w_{g}\) implies \(v_{g} \leftarrow_{\mathcal{R}_{L} \{s \rightarrow t\}} w_{g}\) for any ground terms \(v_{g}, w_{g}\).

Proof (1) Since \(u\) is basic and \(\sigma_{g}\) is a ground constructor substitution, \(\sigma_{g}\) is a basic ground term. Thus, by the quasi-reducibility of \(\mathcal{R}\), there exists \(l \rightarrow r \in \mathcal{R}\) such that \(\sigma_{g}\) is an instance of \(l\). Then \(l\) is basic because \(\sigma_{g}\) is basic. W.l.o.g. we may assume \(V(l) \cap V(s) = \emptyset\) and thus by extending \(\sigma_{g}\) one can let \(u \sigma_{g} \equiv \sigma_{g}\) so that \(\sigma_{g}\) is a unifier of \(u\) and \(l\). Let \(\sigma = \text{mgu}(u, l)\). Then we have \(\sigma_{g} = \theta_{g} \circ \sigma\) for some substitution \(\theta_{g}\). By letting \(s \equiv C[u]\), we have
\[
\sigma_{g} = C[u] \sigma_{g} \equiv C[\sigma]u \theta_{g} \equiv C[\sigma][\sigma \theta_{g}] \rightarrow_{\mathcal{R}}
\]
\[
C[\sigma][\sigma \theta_{g}] \equiv C[\sigma][\sigma \theta_{g}] \leftarrow_{\text{Expd}(s, t)} \theta_{g} \equiv \sigma_{g}.
\]

(2) Let \(v_{g} \leftarrow_{\text{Expd}(s, t)} w_{g}\). By the definition of Expd, for some \(C_{g}, \sigma_{g}, \sigma, u, l \rightarrow r \in \mathcal{R}\), we have
\[
v_{g} \equiv C_{g}[\sigma][\sigma_{g}], w_{g} \equiv C_{g}[\sigma_{g}], v_{g} \equiv C_{g}[\sigma_{g}], \sigma = \text{mgu}(u, l)\), and \(s \equiv C[u]\). Then we have \(v_{g} \equiv C_{g}[\sigma_{g}], w_{g} \equiv C_{g}[\sigma_{g}], v_{g} \equiv C_{g}[\sigma_{g}], \sigma = \text{mgu}(u, l)\), and \(s \equiv C[u]\). Then, \(v_{g} \equiv C_{g}[\sigma_{g}], w_{g} \equiv C_{g}[\sigma_{g}], v_{g} \equiv C_{g}[\sigma_{g}], \sigma = \text{mgu}(u, l)\), and \(s \equiv C[u]\). Then, \(v_{g} \equiv C_{g}[\sigma_{g}], w_{g} \equiv C_{g}[\sigma_{g}], v_{g} \equiv C_{g}[\sigma_{g}], \sigma = \text{mgu}(u, l)\), and \(s \equiv C[u]\). Then, \(v_{g} \equiv C_{g}[\sigma_{g}], w_{g} \equiv C_{g}[\sigma_{g}], v_{g} \equiv C_{g}[\sigma_{g}], \sigma = \text{mgu}(u, l)\), and \(s \equiv C[u]\). Then, \(v_{g} \equiv C_{g}[\sigma_{g}], w_{g} \equiv C_{g}[\sigma_{g}], v_{g} \equiv C_{g}[\sigma_{g}], \sigma = \text{mgu}(u, l)\), and \(s \equiv C[u]\).

4. Simplification by Conjectures

Simplification by (yet unproved) conjectures is one of basic refinements used in many extended rewriting induction systems\(^{5}\). In this section, we introduce a rewriting induction system with a general simplification-by-conjectures rule and an abstract principle that is used to prove the soundness of this new rewriting induction system.

Figure 3 describes our new inference system \(\mathcal{cRI}\) which is obtained by adding an inference rule \(\text{Simplify-C}\) to \(\mathcal{RI}\). In \(\text{Simplify-C}\), an equation of \(E\) is reduced using other equations of \(E\) if an indicated condition is satisfied.

Definition 6 If \((E', H')\) is obtained from \((E, H)\) by applying one of the inference rules from Fig. 3, we write \((E, H) \rightarrow_{\mathcal{cRI}} (E', H')\).

The reflexive transitive closure of \(\rightarrow_{\mathcal{cRI}}\) is denoted by \(\rightarrow_{\mathcal{cRI}}^{\ast}\). We sometimes write \(\rightarrow_{\mathcal{cRI}}^{\ast}, \rightarrow_{\mathcal{cRI}}^{d}, \rightarrow_{\mathcal{cRI}}^{\ast}\) to indicate which inference rule is used.

Koike and Toyama\(^{16}\) extracted the following abstract principle from the proof of the soundness of rewriting induction\(^{18}\).

Proposition 7 (Koike and Toyama\(^{16}\)) Let \(\rightarrow_{1}, \rightarrow_{2}\) be binary relations and \(>\) a well-founded partial order on a set \(A\). Suppose that \((i) \rightarrow_{1, 2} \leq >\) and \((ii)\) if \(a \rightarrow_{2} b\) then there exists \(c\) such that \((ii-a) a \rightarrow_{1} c\) and \((ii-b) c \downarrow_{1, 2} b\). Then, \(\rightarrow_{1}^{\ast} = \rightarrow_{1, 2}^{\ast}\).
For any by noetherian induction on suppose that (i) then there exist (ii-a) and : : :

An extension of Koike and Toyama's principle easy to see that our new abstract principle is enough to show the soundness of cRI.

The original rewriting induction system RI can be allows us to prove the soundness of cRI. It is

We now give a new abstract principle that allows us to prove the soundness of cRI. It is easy to see that our new abstract principle is an extension of Koike and Toyama's principle (Fig.4).

\textbf{Lemma 8} Let $\rightarrow_1, \rightarrow_2$ be binary relations and $\succ$ a well-founded partial order on a set $A$. Suppose that (i) $\rightarrow_1 \subseteq \rightarrow_2$ and (ii) if $a \rightarrow_2 b$ then there exist $c, c_1, \ldots, c_n$ $(n \geq 0)$ such that (ii-a) $a \rightarrow_1 c$, (ii-b) for each $1 \leq i \leq n$, either $c_i \leq c$ or $c_i \leq b$, and (ii-c) $c \downarrow_1 c_1, c_1 \downarrow_1 c_2, \ldots, c_{n-1} \downarrow_1 c_n, \text{ and } c_n \downarrow_1 b$. Then, $\prec_{\rightarrow_1, \rightarrow_2}$.

\textbf{Proof} ($\subseteq$) is obvious. To show ($\supseteq$), we show by noetherian induction on $\succ$ that

$$\forall y \in A. (x \rightarrow_1 y \Rightarrow x \rightarrow_{\rightarrow_1, \rightarrow_2} y)$$

for any $x \in A$. (Base Step) We have $x = y$ and thus $x \rightarrow_{\rightarrow_1, \rightarrow_2} y$. (Induction Step) Let $x \rightarrow_{\rightarrow_1, \rightarrow_2} y$. The case $x = y$ is obvious. Let $x \rightarrow_{\rightarrow_1, \rightarrow_2} z \rightarrow_{\rightarrow_1, \rightarrow_2} y$. Then $x \succ z$ follows by condition (i), and hence $z \rightarrow_{\rightarrow_1, \rightarrow_2} y$ by the induction hypothesis. If $x \rightarrow_{\rightarrow_1, \rightarrow_2} z$ then we have $x \rightarrow_{\rightarrow_1} z \rightarrow_{\rightarrow_1, \rightarrow_2} y$, and thus $x \rightarrow_{\rightarrow_1, \rightarrow_2} y$. Otherwise, $x \rightarrow_{\rightarrow_2} z$. By condition (ii), there exist $c, c_1, \ldots, c_n$ such that (a) $x \rightarrow_1 c$, (b) for each $1 \leq i \leq n$, either $c_i \leq c$ or $c_i \leq z$ (c) $c \rightarrow_{\rightarrow_1, \rightarrow_2} c_1, c_1 \rightarrow_{\rightarrow_1, \rightarrow_2} c_2, \ldots, c_{n-1} \rightarrow_{\rightarrow_1, \rightarrow_2} c_n, \text{ and } c_n \rightarrow_{\rightarrow_1, \rightarrow_2} z$. By condition (i), $x \rightarrow_c c$ follows from (a). Thus, together with $x \succ z$, it follows from (b) that $c_i \leq x$ for all $1 \leq i \leq n$. Hence one can apply the induction hypothesis to $z, c, c_1, \ldots, c_n$ and obtain from (c) that $c \rightarrow_{\rightarrow_1, \rightarrow_2} c_1, c_1 \rightarrow_{\rightarrow_1, \rightarrow_2} c_2, \ldots, c_{n-1} \rightarrow_{\rightarrow_1, \rightarrow_2} c_n, c_n \rightarrow_{\rightarrow_1, \rightarrow_2} z$. Thus, $x \rightarrow_{\rightarrow_1, \rightarrow_2} z \rightarrow_{\rightarrow_1, \rightarrow_2} y$.

In the remaining lemmas of this section, we assume that $R$ is a quasi-reducible TRS and $\succ$ is a reduction order satisfying $R \subseteq \succ$.

\textbf{Lemma 9} If $(E_n, H_n) \leadsto_{cRI} (E_{n+1}, H_{n+1})$, then $\leadsto_{R \cup E_n \cup H_n} = \leadsto_{R \cup E_{n+1} \cup H_{n+1}}$ on $T(F)$.
Proof We distinguish cases according to the inference rule applied in the derivation step \( \langle E_n, H_n \rangle \sim_{\text{crH}} \langle E_{n+1}, H_{n+1} \rangle \). The cases \( \langle E_n, H_n \rangle \sim_{\text{crH} a \ldots d} \langle E_{n+1}, H_{n+1} \rangle \) easily follow. Consider the case \( \langle E_n, H_n \rangle \sim_{\text{crH} i} \langle E_{n+1}, H_{n+1} \rangle \). Then one can let \( E_n = E \cup \{s = t\} \), \( E_{n+1} = E \cup \text{Expd} \langle s, t \rangle \), \( H_n = H \cup \{s \rightarrow t\} \), and \( u \in \mathcal{B} \). The inclusion \( \models_{\text{crRUEucHn}} \subseteq \models_{\text{crRUEucHn+1}} \) is obvious. To show \( \models_{\text{crRUEucHn}} \subseteq \models_{\text{crRUEucHn+1}} \), it suffices to show \( u_y \models_{\text{Expd}(s,t)} u_y \) implies \( u_y \models_{\text{RUEucHn}} u_y \) for any ground terms \( u_y, v_y \).

This follows from Lemma 5 (2), since \( s = t \in E_n \).

\[ \square \]

Lemma 10 Let \( \langle E_n, H_n \rangle \sim_{\text{crH}} \langle \emptyset, H^2 \rangle \). For any \( s \models \mathcal{F} \) such that \( s \models \mathcal{F} \), there exist \( u_1, \ldots, u_n \in \mathcal{F} \) satisfying (1) for \( 1 \leq i \leq k \) either \( u_e \leq s \) or \( u_e \geq t \) and (2) \( s \sim_{\text{RUEHt}} u_1, u_1 \sim_{\text{RUEHt}} u_2, \ldots, u_{n-1} \sim_{\text{RUEHt}} u_n, u_k \sim_{\text{RUEHt}} t_y \).

Proof By induction on the length \( k \) of the derivation \( \langle E_n, H_n \rangle \sim_{\text{crH}} \langle \emptyset, H^2 \rangle \). The cases \( \langle E_n, H_n \rangle \sim_{\text{crH}} \langle E_{n+1}, H_{n+1} \rangle \) are shown easily.

- Case \( \langle E_n, H_n \rangle \sim_{\text{crH}} \langle E_{n+1}, H_{n+1} \rangle \). Then one can let \( E_n = E \cup \{s = t\} \), \( E_{n+1} = E \cup \{s' = t\} \), \( H_n = H_{n+1} \), \( s \sim_{\text{RUEH}} u_y \), and \( s \sim_{\text{RUEH}} u_y \). The induction hypothesis follows immediately from the induction hypothesis. Let \( s \models_{\{s = t\}} t_y \). Then we have \( s \equiv C_g[s \sigma_g], t_y \equiv C_g[s \sigma_g] \) (or \( s \equiv C_g[s \sigma_g], t_y \equiv C_g[s \sigma_g] \)). Since \( s \equiv C_g[s \sigma_g], t_y \equiv C_g[s \sigma_g] \), we have \( s \models_{\{s = t\}} t_y \).

By \( s \sim_{\text{RUEH}} s \), \( s \equiv C_g[s \sigma_g] \rightarrow \text{RUEH} s \), \( C_g[s \sigma_g] \equiv s \), and thus \( s \models_{\{s = t\}} t_y \). Hence, from (1), for all \( 1 \leq i \leq k \), we have either \( u_e \leq s \) or \( u_e \geq t \). By \( s \sim_{\text{RUEH}} s \), \( H_n \models \mathcal{F} \), we have \( s \models_{\{s = t\}} t_y \).

Thus, it follows from (2) that \( s \models_{\text{RUEH}} s \), \( s \models_{\text{RUEH}} s \), and \( s \models_{\text{RUEH}} s \).

- Case \( \langle E_n, H_n \rangle \sim_{\text{crH}} \langle E_{n+1}, H_{n+1} \rangle \). Then one can let \( E_n = E \cup \{s = t\} \), \( E_{n+1} = E \cup \{s' = t\} \), \( H_n = H_{n+1} \), \( s \models_{\{s = t\}} s \), and \( s \models_{\{s = t\}} s \leq t \). The case \( s \models_{\{s = t\}} t_y \) follows immediately from the induction hypothesis. Let \( s \models_{\{s = t\}} t_y \). Then we have \( s \equiv C_g[s \sigma_g], t_y \equiv C_g[s \sigma_g] \), and \( s \equiv C_g[s \sigma_g] \rightarrow \mathcal{F} \). Because we have \( s \equiv C_g[s \sigma_g] \rightarrow \mathcal{F} \), by the induction hypothesis, there exist \( u_1, \ldots, u_k \in \mathcal{F} \) such that (1) for \( 1 \leq i \leq k \), either \( u_i \leq s \) or \( u_i \geq t \), and (2) \( s \models_{\{s = t\}} u_1, u_1 \models_{\{s = t\}} u_2, \ldots, u_k \models_{\{s = t\}} t_y \).

Since \( s \leq t \) implies \( s \leq t \), there is \( 1 \leq j \leq k \), either \( v_j \leq s \) or \( v_j \geq t \), and for all \( 1 \leq i \leq k \), either \( u_i \leq s \) or \( u_i \geq t \). Combining (2) (and (2)) we have \( s \models_{\{s = t\}} u_1, u_1 \models_{\{s = t\}} u_2, \ldots, u_k \models_{\{s = t\}} t_y \).

Now, it remains to show whether there exists \( s \leq s \) or \( s \leq t \)—this follows because we have either \( s \leq s \) or \( s \leq t \).

\[ \square \]

Lemma 11 Let \( \langle E_n, H_n \rangle \sim_{\text{crH}} \langle \emptyset, H^2 \rangle \). For any \( s \models \mathcal{F} \) such that \( s \models \mathcal{F} \), there exist \( u_1, \ldots, u_n \in \mathcal{F} \) satisfying (1) \( s \models_{\text{RUEH}} w_y \), (2) for all \( i \), either \( u_i \leq w_y \) or \( u_i \geq t_y \), and (3) \( u_1 \models_{\text{RUEH}} u_1, u_1 \models_{\text{RUEH}} u_2, \ldots, u_{k-1} \models_{\text{RUEH}} u_k, u_k \models_{\text{RUEH}} t_y \).

Proof Suppose \( s \models t \models H^2 \) and \( s \models_{\{s = t\}} t_y \). Let \( s \models C_g[s \sigma_g] \) and \( t_y \models C_g[s \sigma_g] \).

We first claim that one may assume w.l.o.g. that \( s \sigma g(x) \in \mathcal{F}(\widehat{\mathcal{R}}) \) for all \( x \in \mathcal{V} \). By \( \text{SN}(\widehat{\mathcal{R}}) \), there exists a substitution \( s \sigma g \) such that for all \( x \in \mathcal{V} \), \( s \sigma g(x) \models_{\text{RUEH}} s \sigma g(x) \models_{\text{RUEH}} \), and suppose that there exist \( w_y, u_1, \ldots, u_k \in \mathcal{F} \) such that (1) \( s \models_{\text{RUEH}} w_y \), (2) for any \( i \), either \( u_i \leq w_y \) or \( u_i \geq t_y \), and (3) \( u_1 \models_{\text{RUEH}} u_1, u_1 \models_{\text{RUEH}} u_2, \ldots, u_{k-1} \models_{\text{RUEH}} u_k, u_k \models_{\text{RUEH}} t_y \). Then by \( s \models C_g[s \sigma_g] \models_{\text{RUEH}} s \sigma g \sigma g \sigma g \sigma g \models_{\text{RUEH}} t_y \) and \( s \sigma g(x) \models_{\text{RUEH}} s \sigma g(x) \models_{\text{RUEH}} t_y \), we have \( s \models_{\text{RUEH}} s \sigma g \sigma g \sigma g \models_{\text{RUEH}} t_y \). Now it remains to show whether \( s \sigma g \sigma g \sigma g \sigma g \models_{\text{RUEH}} s \sigma g \sigma g \sigma g \models_{\text{RUEH}} t_y \)
Thus let us assume w.l.o.g. that for any \( x \in V(s) \), \( \sigma_o(x) \in NF(\rightarrow_R) \). Then by the quasi-
reducibility of \( R \), \( \sigma_o \) is a constructor substitution.

Since the only inference rule that adds equations to \( H^2 \) is \( \text{Exp} \), we have a derivation of the form \( (E_0, \emptyset) \overset{\sigma_o}{\Rightarrow}RI (E_n, H_n) \overset{\sigma_o}{\Rightarrow}RI (E_{n+1}, H_{n+1}) \overset{\sigma_o}{\Rightarrow}RI (\emptyset, H^2) \) such that \( H_{n+1} = H_n \cup \{ t \mapsto t \} \), \( E_n = E \cup \{ s \mapsto t \} \), \( E_{n+1} = E \cup \text{Exp}_d(s, t) \), and \( s > t \). By Lemma 5 (1), we have \( s \sigma_o \mapsto_R \sigma_o \mapsto_R \text{Exp}_d(s, t) \sigma_o \). Thus, \( s \sigma_o \mapsto_R \sigma_o \mapsto_R \text{Exp}_d(s, t) \sigma_o \mapsto_R \).

Hence the statement follows from Lemma 10. \( \square \)

Theorem 12 Let \( R \) be a quasi-reducible TRS, \( E \) a set of equations, and \( \sigma \) a reduction order such that \( R \subseteq > \). If \( (E, \emptyset) \overset{\sigma}{\Rightarrow}RI (\emptyset, H^2) \) for some set \( H^2 \) of rewrite rules, then the equations of \( E \) are inductive theorems of \( R \).

Proof By applying Lemma 9 repeatedly, we know \( \overset{\sigma}{\Rightarrow}_{E;R} = \overset{\sigma}{\Rightarrow}_{R;H^2} \) holds on \( T(F) \). Thus it remains to show \( \overset{\sigma}{\Rightarrow}_{R;H^2} = \overset{\sigma}{\Rightarrow}_R \) on \( T(F) \). For this, we apply Lemma 8 with \( \rightarrow_1 := \mapsto_R \), \( \rightarrow_2 := \mapsto_{H^2} \), and \( A := T(F) \). By the effects of \( R \cup H^2 \subseteq > \) and \( \sigma \) is a reduction order, condition (i) of the lemma is satisfied. Condition (ii) follows from Lemma 11. Therefore, \( \overset{\sigma}{\Rightarrow}_R = \overset{\sigma}{\Rightarrow}_{R;H^2} \). \( \square \)

5. Extension to ordered rewriting

The notion of ordered rewriting was introduced originally for the Knuth-Bendix completion algorithm to deal with non-orientable equations\(^{11}\). Rewriting induction systems in\(^{12}\) are based on ordered rewriting. In this section, we present a variant \( oRI \) of the system \( cRI \) based on ordered rewriting and prove its soundness using the same abstract principle.

We first present some preliminary definitions related to ordered rewriting. Let \( \succ \) be a reduction order. For a set \( E \) of ordered equations, its ordered rewrite relation \( \rightarrow_E \) is defined as: \( s \rightarrow_E t \) if there exist an equation \( l \equiv r \in E \), a context \( C \) and a substitution \( \theta \) such that \( s \equiv C[l \theta] \), \( t \equiv C[r \theta] \), and \( t \theta > r \theta \). Clearly, \( \rightarrow_E \) is well-founded. We write \( s \overset{e}{\rightarrow}_E t \) if there exists \( l \equiv r \in E \), a context \( C \), and a substitution \( \theta \) such that \( s \equiv C[l \theta] \), and \( t \equiv C[r \theta] \). Note that in general \( \rightarrow_E \) (the symmetric closure of \( \rightarrow_E \)) and \( \overset{e}{\rightarrow}_E \) may be different. Moreover, if \( \succ \) is ground-total, \( \overset{e}{\rightarrow}_E = \rightarrow_E \) on \( T(F) \).

Let \( D, C \) be disjoint sets of function symbols, \( E \) a set of equations over \( T(D \cup C, V) \). Then the triple \( (D, C, E) \) is called an equation system (ES). If \( D, C \) are known or irrelevant, we identify \( (D, C, E) \) with \( E \). For ESs, the notions such as defined symbols, constructor symbols, are adapted by regarding \( D_R \) and \( C_R \) as \( D \) and \( C \), respectively. An ES \( E \) is said to be quasi-reducible if all ground basic terms are reducible by \( \rightarrow_E \), i.e. for any ground basic term \( s \sigma \) there exist \( l \equiv r \in E \) and \( \sigma \) such that \( l \sigma = s \sigma \) and \( l \sigma > r \sigma \). An inductive theorem of an ES \( E \) is an equation that is valid on \( T(F) \), i.e. \( s \) is an inductive theorem if \( s \sigma \overset{\sigma}{\rightarrow}_E \rightarrow \sigma \) holds for any ground instance \( \sigma \). For ESs, the notions \( \overset{\sigma}{\Rightarrow}_{oRI} \) and \( \overset{\sigma}{\Rightarrow}_{oRI} \) to indicate which inference rule is used.

Figure 5 describes our inference system \( oRI \) of rewriting induction based on ordered rewriting. The \( \text{Simplify} \) rule and the \( \text{Simplify-C} \) rule of \( cRI \) are integrated into the \( \text{O-Simplify} \) rule of the new inference system. The operator \( \text{OExp}_d \) in the figure is defined as:

\[
\text{OExp}_d(s, t) = \{ C[r] \sigma \equiv \sigma \mid s \equiv C[u], \sigma = \text{mgu}(u, l), l \equiv r \in E, l : \text{basic}, r \sigma \not\equiv \sigma \}
\]

Note that by the condition \( r \sigma \not\equiv \sigma \) and the fact that \( \rightarrow \) is a reduction order, it follows that \( \text{OExp}_d(s, t) \) when \( l \equiv r \) for any \( (l, r) \in E \).

Definition 13 If \( (E, H^2) \) is obtained from \( (E, H) \) by applying one of the inference rules from Fig. 5, we write \( (E, H) \overset{\sigma}{\Rightarrow}_{oRI} (E', H') \).

The reflexive transitive closure of \( \overset{\sigma}{\Rightarrow}_{oRI} \) is denoted by \( \overset{\sigma}{\Rightarrow}_{oRI} \). We sometimes write \( \overset{\sigma}{\Rightarrow}_{oRI} \), \( \overset{\sigma}{\Rightarrow}_{oRI} \), or \( \overset{\sigma}{\Rightarrow}_{oRI} \) to indicate which inference rule is used.

\( \text{OExp}_d \) has two properties similar to \( \text{Exp}_d \).

Lemma 14 Let \( E \) be a quasi-reducible ES and \( u \in B(s) \). Then (1) \( s \sigma \rightarrow_{cRI} v \mapsto_{\text{OExp}_d(s, t)} \sigma \) for any ground constructor substitution \( \sigma \) and (2) \( v \sigma \mapsto_{\text{OExp}_d(s, t)} \omega \) implies \( v \sigma \mapsto_{\text{OExp}_d(s, t)} \omega \) for any ground terms \( v, \omega \).

Proof (1) Since \( u \) is basic and \( s \sigma \) is a ground constructor substitution, \( u \sigma \) is a basic ground term. Thus, quasi-reducibility of \( E \), there exists \( l \equiv r \in E \) such that \( u \sigma \) is an instance of \( l \) and \( u \sigma \) is greater than the corresponding instance of \( r \). Because \( u \sigma \) is basic, \( l \) is basic. W.l.o.g., we may assume \( V(l) \cap V(s) = \emptyset \) and thus by extending \( \sigma \) one can let \( \sigma \sigma = l \sigma \) such that \( l \sigma > r \sigma \). Then \( \sigma \sigma \) is a unifier of \( u \) and \( l \) and thus we have \( \sigma \sigma = \theta \sigma \sigma \) for some substitution \( \theta \), where \( \sigma = \text{mgu}(u, l) \).

If we have \( r \sigma \geq l \sigma \), then \( l \sigma > r \sigma \), contradicting \( l \sigma > r \sigma \). Thus we may assume \( \sigma \sigma \not\equiv l \sigma \). Then by letting \( s \equiv C[u], \) we have
$s \sigma_g \equiv C[u]_g \equiv C \sigma_g \nu \sigma_g \equiv C \sigma_g \nu \sigma_g \equiv oR$ $C \sigma_g [\sigma_g] \equiv C \sigma_g [\sigma_g] \equiv oR$ $C \sigma_g [\sigma_g] \equiv C \sigma_g [\sigma_g] \equiv oR$

(2) Similar to the proof of Lemma 5 (2).

The soundness of oRI is proved in a way almost similar to the proof of soundness of cRI. Below, proofs are explicitly presented only when a different situation is involved. In the remaining lemmas in this section, we assume that $E$ is a quasi-reducible ES and $>$ is a reduction order that is ground-total.

Lemma 15 If $(E_n, H_n) \sim_{oRI} (E_{n+1}, H_{n+1})$ then $\vdash_{\text{RI}; E \cup E_n; H_n} \vdash_{\text{RI}; E \cup E_{n+1}; H_{n+1}} \text{on } T(F)$.

Lemma 16 Let $(E_n, H_n) \sim_{oRI} (\emptyset, H^1)$. For any $s_g, t_g \in T(F)$ such that $s_g \vdash_{E_n} t_g$, there exist $u_1, \ldots, u_k \in T(F)$ satisfying (1) for any $1 \leq i \leq k$ either $u_i \leq s_g$ or $u_i \leq t_g$ and (2) $s_g \vdash_{E \cup H \cup s'} u_1 \vdash_{E \cup H \cup u_2} \vdash_{E \cup H \cup u_k} t_g$

Proof By induction on the length $k$ of the derivation $(E_n, H_n) \sim_{oRI} (\emptyset, H^1)$. The case $k = 0$ is obvious. Suppose $k > 0$. Then one can let $(E_n, H_n) \sim_{oRI} (E_{n+1}, H_{n+1}) \sim_{oRI} (\emptyset, H^1)$. We distinguish cases according to the inference rule applied in the derivation step $(E_n, H_n) \sim_{oRI} (E_{n+1}, H_{n+1})$. We only show the case $(E_n, H_n) \sim_{oRI} (E_{n+1}, H_{n+1})$ and $s \vdash_{E \cup H \cup s'} t_g$. Other cases are shown in the ways similar to Lemma 10. Suppose $E_n \equiv E \cup \{s \equiv t\}$, $E_{n+1} \equiv E \cup \{s' \equiv t\}$, $H_n \equiv H_{n+1}$, and $s \geq s'$ or $t \geq s'$. The case $s_g \vdash_{E \cup H \cup s'} t_g$ follows immediately from the induction hypothesis. Let $s_g \vdash_{\{s \equiv t\}} t_g$. W.l.o.g. let $s_g \equiv C_g[s], t_g \equiv C_g[t_g]$. Since $s_g \equiv C_g[s] \vdash_{E_n, t_g}$, by the induction hypothesis, there exist $u_1, \ldots, u_k$ such that (1) for all $1 \leq i \leq k$, either $u_i \leq s_g$ or $u_i \leq t_g$ and (2) $s_g \vdash_{E \cup H \cup u_1} \vdash_{E \cup H \cup u_2} \vdash_{E \cup H \cup u_k} t_g$

By $s \vdash_{E \cup H \cup s'} t_g$ and the ground-totality of $>$, we have $s_g \vdash_{E \cup H \cup s'} t_g$. The case $s_g \vdash_{E \cup H \cup s'} t_g$ follows easily. Otherwise, $s_g \vdash_{E \cup H \cup s'} t_g$ and thus $t \geq s'$. Let $u_1 := s_g, u_i := u_i$ for $i \leq k$ and it follows that (1) $u_i \leq t_g$ for any $1 \leq i \leq k + 1$ and (2) $s_g \vdash_{E \cup H \cup s'} t_g$.

Lemma 17 Let $(E_n, H_n) \sim_{oRI} (\emptyset, H^1)$. For any $s_g, t_g \in T(F)$ such that $s_g \vdash_{H^1} t_g$, there exist $w_0, w_1, \ldots, w_k \in T(F)$ satisfying (1) $s_g \vdash_{E \cup H \cup s'} t_g$, (2) for any $i$, either $u_i \leq w_0$ or $u_i \leq t_g$, and (3) $w_0 \vdash_{E \cup H \cup u_1} \vdash_{E \cup H \cup u_1} \vdash_{E \cup H \cup u_k} t_g$

Theorem 18 Let $E$ be a quasi-reducible ES, $E$ a set of equations, and $>$ a reduction order that is ground-total. If $(E, \emptyset) \sim_{oRI} (\emptyset, H^2)$ for some set $H^2$ of rewrite rules, then the equations of $E$ are inductive theorems of $E$.

Proof By applying Lemma 15 repeatedly, we know $\vdash_{E \cup H^2} \vdash_{E \cup H^1}$ holds on $T(F)$. Thus it remains to show $\vdash_{E \cup H^1} \vdash_{E \cup H}$ on $T(F)$. By the ground-totality of $>$, this is equivalent to showing $\vdash_{E \cup H} = \vdash_{E}$ on $T(F)$. This follows from Lemma 8 with $\vdash_1 := \vdash_{E \cup H}$, $\vdash_2 := \vdash_{H^2}$, and $A := T(F)$ using Lemma 17.

6. Comparison

In this section, we compare our system and some major systems from the literature.

Firstly, in the original rewriting induction system I by Reddy(19), a slightly different expand rule is used:

\[
\text{Expand} \quad \frac{\langle E \cup \{s \equiv t\}, H \rangle}{\langle E \cup E', H \cup \{s \rightarrow t\} \rangle}
\]

where $E' = \bigcup_{i \in I} \{b \equiv \sigma_i | \sigma_i \rightarrow_{R} b\}$ and $\{\sigma_i | i \in I\}$ is a $>$-cover set of substitutions for $s$, that is, for any ground term $g$, there exists $i \in I$ such that $\sigma_i \rightarrow_{R} g$ and $\sigma_i \leq g$. Many systems employ essentially the same but differently formulated expand rules—the differences are out of the scope of this paper and below we omit these differences. Our version based on the quasi-reducibility of $R$ and the notion of basic subterms is originally used in (19). Other
methods do not assume the quasi-reducibility; instead, some properties of the data structure on which the TRS \( R \) acts on are assumed or induced from \( R \).

Dershowitz and Reddy\(^9\) incorporate ordered rewriting extension into rewriting induction; their system also includes simplification by conjectures. In Fig.6, we present their system in our formulation. The system is based on a ground-total simplification order. It is readily seen that the rule Simplify is a part of O-Simplify. Each application of Subsume can be simulated by an application of O-Simplify and a successive application of O-Delete. The rule Hypothesis is not derived in oRI but it is easily seen that this rule can be added without loosing soundness. Thus, Dershowitz and Reddy’s system is essentially subsumed by oRI.

In Fig.7, we present a part of the inference system I in 6). The full part of inference system I is used as a basis for the inductive theorem prover SPIKE. Here \( s \mid t \) means neither \( s > t \), \( t < s \), nor \( t \equiv s \). The presented inference system is obtained from the original system by restricting to first-order term rewriting and proof of equations. A failure detection rule is also removed. The Generate rule corresponds to the O-Expand rule. Since \( > \) is a reduction order, \( s/u > s'/u \) in Simplify\(_{1-4}\) is more restrictive than \( s > s' \). Then it is readily seen that Simplify\(_{1-4}\) are part of the O-Simplify rule. Thus the equation-proving part of first-order term rewriting fragment of the inference system I is subsumed by our system provided that the underlying order is ground-total.

In 8), 20), general frameworks for proving induction theorems are proposed. Rewriting induction\(^8\) (Procedure 4) involves the following simplification rule:

\[
\text{Simplify} \quad \begin{cases} E \cup \{s \equiv t\}, H \quad \text{cond} \\ (E \cup \{s' \equiv t\}, H) \end{cases}
\]

where \( \text{cond} \) equals \( s_\sigma \prec_{E \cup \{s' \equiv t\}, H} \sigma_g \) for all ground substitutions \( \sigma_g \). Here, \( s_\sigma \prec_{E \cup \{s' \equiv t\}, H} \sigma_g \) is the equivalence closure of the relation \( \{(s'_g, t'_g) \mid \exists p. (s'_g \mapsto p \sigma_g \land t'_g \mapsto p \sigma_g) \leq \sigma_g \{u_g, v_g\}\} \) and \( <_e \) is a fixed reduction order over equations. The system A in 20) also includes a more general simplification rule using the notion of contextual cover sets (CCSs). These simplification rules are not simulated by our system and vice versa. Both rules request the derived equation to be used as smaller or equal instantiations, but our system does not necessarily require such a restriction, viz. when \( s < s' \) \( t \) in O-Simplify we have \( \{s', t\} \leq_e \{s, t\} \) by orderings on equations such as the multiset extension and the max-extension\(^8\)\(^,20\).

We end this section with an example.

**Example 19** Let us consider the following equations for the addition and multiplication of natural numbers.

\[
E \begin{cases} 0 + y \equiv y \\ s(x) + y \equiv s(x + y) \\ 0 \times y \equiv 0 \\ s(x) \times y \equiv (x \times y) + y \\ \end{cases}
\]

Let us prove the following set of conjectures using the lexicographic path order\(^2\) based on a precedence \( x > + > s > 0 \).

\[
\begin{cases} x + y \equiv y + x \\ (x + y) + z \equiv x + (y + z) \\ x \times 0 \equiv 0 \\ (x \times y) + x \equiv (x \times y) + x \\ (x + y) \times z \equiv (x \times z) + (y \times z) \\ x \times y \equiv y \times x \\ (x \times y) \times z \equiv (y \times z) \times x \\ s(x) \times x \equiv x \times s(x) \\ \end{cases}
\]

In the presented rewriting induction system based on ordered rewriting, equations (1)–(4) are proved without difficulties; using these equations equations (5) and (6) are proved. To prove equation (7) in oRI, the step \( E \cup \{(x \times y) \times z \equiv (y \times z) \times x\}, H \cup \{(6)\} \sim_{\text{oRI}} (E \cup \{(x \times y) \times z \equiv (y \times z) \times x\}, H \cup \{(6)\}) \) is performed and successively the obtained equation is proved using equations (1),(2),(6); in Dershowitz and Reddy’s system, in contrast, this step is impossible. To prove equation (8), in oRI, the step \( E \cup \{(s(x) \times x \equiv x \times s(x)\}, H \cup \{(6)\} \sim_{\text{oRI}} (E \cup \{(x \times s(x) \equiv x \times s(x)\}, H \cup \{(6)\}) \) is performed and successively the proof succeeds; but in Bouhoula et. al.’s system 1 this step is impossible.

**7. Conclusion**

We have given an abstract principle for rewriting induction that extends the principle introduced in 16). Based on this principle, we have proved the soundness of a rewriting induction system cRI which extends the basic rewriting induction system RI by a general rule of simplification by conjectures. We have presented a variant oRI of the system cRI based on ordered rewriting and proved the soundness of it under the assumption that its base order is ground-total. We have compared our system.
Expand
\[
(E \cup \{s \vdash t\}, H) \quad \frac{E'}{E' \cup \{s \vdash t\}, H \cup \{s \vdash t\}} \quad E' \text{ is a cover set of } s \vdash t
\]

Simplify
\[
(E \cup \{s \vdash t\}, H) \quad \frac{E \cup \{s' \vdash t\}, H}{s \vdash_{E \cup H \cup E} s', s > s'}
\]

Subsume
\[
(E \cup \{C[s \theta] \vdash C[t \theta]\}, H) \quad \frac{E \vdash \{s \vdash t\}, H}{s \vdash t \in H}
\]

Hypothesis
\[
(E, H) \quad \frac{E \cup \{s \vdash t\}, H}{E, H}
\]

Delete
\[
(E \cup \{s \vdash s\}, H) \quad \frac{E \vdash \{s \vdash s\}, H}{E, H}
\]

Fig. 6 Inference rules by Dershowitz and Reddy(9)

Generate
\[
(E \cup \{s \vdash t\}, H) \quad \frac{E \cup \bigcup_{\alpha} E_{\alpha}, H \cup \{s \vdash t\}}{E \cup \{s \vdash t\}, H} \quad \text{for any test-instance } s_{\sigma} \vdash t_{\sigma} \text{ there exists } b \text{ such that either}
\]
\[(a) -(s < t), s_{\sigma} \vdash_{E_{\alpha}} b, s_{\sigma}/p > b/p, E_{\alpha} = \{b \vdash t_{\sigma}\},
\]
\[(b) s \vdash_{t}, t_{\sigma} \vdash_{E_{\alpha}} b, t_{\sigma}/p > b/p, E_{\alpha} = \{s_{\sigma} \vdash b\}, \text{ or}
\]
\[(c) s_{\sigma} \equiv t_{\sigma} \text{ and } E_{\alpha} = \emptyset
\]

Simplify_1
\[
(E \cup \{s \vdash t\}, H) \quad \frac{E \cup \{s' \vdash t\}, H}{E \cup \{s \vdash t\}, H} \quad s \vdash_{E} s', s/p > s'/p
\]

Simplify_2
\[
(E \cup \{s \vdash t\}, H) \quad \frac{E \cup \{s' \vdash t\}, H}{E \cup \{s \vdash t\}, H} \quad s \vdash_{E} g_{\Sigma_{h}}, s, g \vdash h \in H, s/p > s'/p,
\]
\[(p \neq \epsilon \land s > s/p) \lor (g > h)
\]

Simplify_3
\[
(E \cup \{s \vdash t\}, H) \quad \frac{E \cup \{s' \vdash t\}, H}{E \cup \{s \vdash t\}, H} \quad s \vdash_{E} s', s/p > s'/p, s \neq \epsilon, s > s/p
\]

Simplify_4
\[
(E \cup \{s \vdash t\}, H) \quad \frac{E \cup \{s' \vdash t\}, H}{E \cup \{s \vdash t\}, H} \quad s \vdash_{H} s', s/p \vdash s'/p, s \vdash t, s' / p > s/p, t \leq t
\]

Delete
\[
(E \cup \{s \vdash s\}, H) \quad \frac{E \cup \{s \vdash s\}, H}{E, H}
\]

Fig. 7 Inference rules of (a part of) system I(6)

and other major systems in the literature. The proposed inference rule of simplification by conjectures essentially subsumes those of the corresponding fragments of some well-known inference systems. As our future work, we intend to implement the proposed method and experimentally evaluate the effectiveness of our approach.
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